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The morpheme -DI

8 allomorphs conditioned by phonology (Göksel & Kerslake,
2004)

Rules apply consistently for all verbal stems.

used productively by children as young as 1;5 with very little
error (Aksu-Koç & Ketrez, 2003) (Aksu-Koç & Slobin, 1985)

-tü → as young as 1;3 with less than seven verbs in lexicon
(Aksu-Koç & Ketrez, 2003).
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Tolerance Principle

Let R be a rule applicable to N items, of which e are exceptions.
R is productive if and only if
e ≤ where = N / ln N

(Yang, 2016)
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Abduction of Tolerable Productivity

A greedy search algorithm that recursively generates a decision
tree based on the Tolerance Principle (Belth et al., 2021)
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no exceptions, completely rule-based. ATP/TP’s strength: to
learn complex yet regular rules with limited occurrence



Background Task Interim discussion Second task Discussion References

Motivation

acquired early

used with a small lexicon

no exceptions, completely rule-based. ATP/TP’s strength: to
learn complex yet regular rules with limited occurrence



Background Task Interim discussion Second task Discussion References

Motivation

acquired early

used with a small lexicon

no exceptions, completely rule-based.

ATP/TP’s strength: to
learn complex yet regular rules with limited occurrence



Background Task Interim discussion Second task Discussion References

Motivation

acquired early

used with a small lexicon

no exceptions, completely rule-based. ATP/TP’s strength: to
learn complex yet regular rules with limited occurrence



Background Task Interim discussion Second task Discussion References

Methodology

Data

form occurrence

dı 270

di 180

tı 89

ti 75

du 55

dü 35

tu 25

tü 22

Total 751

Table: Number of verb types for
each allomorph

328 verbs from CHILDES
Turkish corpora
(Aksu-Koç, 2004)
(Altınkamış, 2012),
extracted using UDPipe 2.0
(Straka, 2018)

900 most frequent verbs
from UD Penn Turkish 2.10
(Kuzgun et al., 2020),
queried through PML
(Pajas et al., 2009)

Inflected using a
context-free grammar with
NLTK (Bird et al., 2009)
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extracted using UDPipe 2.0
(Straka, 2018)

900 most frequent verbs
from UD Penn Turkish 2.10
(Kuzgun et al., 2020),
queried through PML
(Pajas et al., 2009)

Inflected using a
context-free grammar with
NLTK (Bird et al., 2009)



Background Task Interim discussion Second task Discussion References

Methodology

Data

form occurrence

dı 270

di 180

tı 89

ti 75

du 55
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Methodology

Training and evaluation

7 experiments to check for phonological feature pairings

Precision, recall and F1 calculations on the test data

Decision trees provided by the model for explicit analysis of
formulated rules.
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Figure: Confusion matrix for Experiment 7
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Overall summary of observations

ATP doesn’t learn the ”right” rules, especially when it comes
to roundness. In general, though, it does well when tested, so
it has good scores.

ATP tests the final segment of a lemma, then the final two
segments, etc.

-DI can look as far back as 3

Ignoring phonotactics, for something like çıkart,
21 consonants
+
21 x 21
+
8 x 21 x 21
= 3990 possible rules

art# → -tı
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Discussion

We actually don’t know what rules a kid has in their mind at
the early stage. Maybe they really do say the right things for
all the wrong reasons.

Previous acquisition studies on Turkish
(Nakipoğlu et al., 2023) (Michon, 2017)

uru: 2,629,747 ura: 923,661

Maybe we also need an analogy-based process, like in Albright
and Hayes, 2003, to acquire this morpheme.

ATP has no abstraction, no features, no natural classes, so it
can’t generalize over them. → A Turkish-acquiring child has
access to them.
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multiplied by the number of occurrence of verb + DI in
Universal Dependencies Turkish corpora.
(Bakay et al., 2021) (Kuzgun et al., 2020) (Marşan et al.,
2021) (Marşan et al., 2022) (Sulubacak et al., 2016)
(Sulubacak & Eryiğit, 2018) (Zeman et al., 2017)
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Table: CHILDES verbs

form occurrence
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du 1101

dü 360

tu 333

tü 270
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Table: Augmented data
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Figure: Metrics for the new experiment
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Observations

Decision tree has the right rules.

Rules not posited for some endings (e.g. dik - dikti)

Even though rounded allomorphs are still on the infrequent
side of the data, a productive rule is learned.

The model still has no abstraction, it only considers the
ortographic forms.
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Discussion

What’s the takeaway for Tolerance Principle?

No separate learning process of vowel harmony/voice
assimilation, or an abstraction over those features is needed to
learn -DI.

Type input only is not sufficient to learn, even though this is a
very regular rule.

in line with existing research that says token frequency is
necessary for productivity (Jarosz, 2023)

Hypothesis confirmation: another indicator for lack of
’exceptions’
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